Petroleum Science and Technology
Publication details, including instructions for authors and
subscription information:
http://www.tandfonline.com/loi/(pet20

The Identification of Data Distribution in

Oil Production

A. A. Suleymanov ® & A. A. Abbasov ”
® Azerbaijan State Qil Academy, Petroleum and Reservoir
Engineering Department , Baku, Azerbaijan

® state Oil Company of Azerbaijan Republic, Oil and Gas Fields
Development Department , Baku, Azerbaijan
Published online: 17 Oct 2011.

To cite this article: A. A. Suleymanov & A. A. Abbasov (2011) The Identification of Data
Distribution in Oit Production, Petroleum Science and Technology, 29:23, 2480-2486, DOI:
10.108Q/10916461003735079

To link to this article: http://dx.doi.org/10.1080/10916461003735079

Taylor & Francis makes every effort to ensure the accuracy of all the information (the
“Content”) contained in the publications on our platform, However, Taylor & Francis,
our agents, and our licensors make no representations or warranties whatsoever as to
the accuracy, completeness, or suitability for any purpose of the Content. Any opinions
and views expressed in this publication are the opinions and views of the authors,

and are not the views of or endorsed by Taylor & Francis. The accuracy of the Content
should not be relied upon and should be independently verified with primary sources
of information. Taylor and Francis shall not be liable for any losses, actions, claims,
proceedings, demands, costs, expenses, damages, and other liabilities whatsoever or
howsoever caused arising directly or indirectly in connection with, in relation to or arising
out of the use of the Content.

This article may be used for research, teaching, and private study purposes. Any
substantial or systematic reproduction, redistribution, reselling, loan, sub-licensing,
systematic supply, or distribution in any form to anyone is expressly forbidden. Terms &
Conditions of access and use can be found at http://www.tandfonline.com/page/terms-
and-conditions




Taylor & Francis

Taylor & Francis Group

Copyright © Taylor & Francis Group. LLC
[SSN: 1041-6466 print/1532-2459 online
DCH: 10, 10RO 1640 K37 IS079

Fetrleun Science and leclnology. 24:2480-2486, 2011 1 e

The Identification of Data Distribution
in Oil Production

A. A. SULEYMANOV' AND A. A. ABBASOV?

' Azerbaijan State Oil Academy, Petroleum and Reservoir Engineering
Department, Baku, Azerbaijan

State 01l Company of Azerbaijan Republic, Qil and Gas Ficlds Development
Department, Baku, Azerbaijan

Abstract This arricle suggesis nonparametric criteria for diagnosing changes in
process condition based on analysis of data variation.

The developed criteria allow diagnosing changes in conditions of the stdied
process in cases of data distribution skewness, as well as cases when application of
other criteria is not correct or complicated.

The suggested staristical criteria allow simplification of process diagnosis, which
are described by muliifracial, chaotic fluctwations, and their caleulation algorithm can
be easily renlized.

The applicability of the diagnostic criteria has been proven both in modeled and
practival examples of il production.,

Keywords  diagnosing, distribution, nonparametric criteria. vil well, skewness, var-
ations

1. Introduction

The complexity of dynamic systems and processes is related to infinite variation of
their condition under outer and inner impacts (Haken, 2004). Many natural and techno-
logical processes fall under this definition, including oil and gas production processes
(Mirzajanzadeh et al.. 1997, 1999). These processes require permanent control of main
technological data and timely reaction to variations in their condition.

With the development of IT, diagnostic methods were involved in the solution of
such tasks, which help to effectively munage technological processes,

Methods of diagnosing dynamic processes can be divided into two main groups
(Barkova, 1986): test mcthods, based on studying the reaction of a given process o
artificial outer impacts, and functional diagnostic methods, based on studying natural
passing of the process.

However, the use of test diagnostics may be associated with technical and technologi-
cal difficulties, extra financial expenses, ete. The abovementioned predefines the necessity
of using functional diagnostic methods, allowing assessment of both the condition and
characteristics of the dynamic systems based on the production data (Mirzajanzadeh et al.,
1997, 1999).
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One such method is the energetic method, which is based on measuring the power
or amplitude of the controlled signal (Bendat and Piersol. 1971, Temperature. pressure,
noise, vibration, and many other parameters may be used as diagnostic signals. Technol-
ogy is built on measuring Lthe degree of the signals in the controlled points and comparing
them with threshold values.

A further development is amplitude—frequency lechnology (Bendal and Piersel, 1971),
which offers allocation of measured signal constituents in a given frequency ranges and
allows assessment of the condition and degree of nonequilibrium and self-organization
of a reservoir formation system based on specific features of fluctuations as well as
diagnosis of fluid movement, which aids in decision making regarding their management
(Mirzadjanzadeh and Sultanov, 1995; Mirzajanzadeh et al., 1997, 1999).

In statistics, two types of ¢riteria are used: parametric, based of statistical parameters
of given sampling (such as dispersion, variation coefficient, normalized deviate, Theil
criterion, etc.). and nonparametric, which are functions that are directly dependent on
the values of studicd data aggregates and their frequencies. Parametric criteria are used
for verification of hypotheses regarding the aggregates parameters, which are distributed
according to normal law, and nonparametric criteria are used for verification of hypotheses
independent of the shape of the aggregate distribution (Jensen et al., 2000).

The use of parametric criteria (Mirzajanzadch et al., 1997; Jensen et al., 2000} for
analysis of natural processes is nol atways correcl. Their use 1s valid only if the studied
time series submits (0 a normal distribution. However, it 1s often difficult 1o discuss
analyzed data subjugation to a definite distribution law (Mandelbrot. 1997).

The present work suggesls nonparametric criteria tor diagnosing the state of dynamic
systems based on technelogical parameter fluctuation analysis.

2. Nonparametric Criterion of Identification of the
Well Data Distribution

The principles of assessment of dynamic systems variation is based on the following. Let
us assume that some dynamic process is being anatyzed and is represented by »n time
serics of some y parameter values.

Initial data are ranked in increasing order. Then the ratio of the square of the obtained
curve deviation from a straight line distribution is determined, which connects points (1.
Vmin) @and (1, Yax) 10 the square of abe triangle, with coordinates of a (1. yuin). & (1. Yinax ),
and (. YV ):

5|52 S|+ %2 208 + 52)

¥ =z = = : .
SAabe 0.5 (Ymax — Ymin) - (r—1) (Ymax = Yinin) - 01 — 1)

where Va1 the maximum value ol »; ¥y, is the minimum value of v; » is the number
of values: s, and s, are the magnitudes of squares between ranked values of the studied
parameter and an even straight line distribution; and sa,,, 1s the square of the abe triangle
(Figure 1).

S values vary in intervals from 0 to 1. Several dynamic processes comparison with
various numbers of measurements allows using the following calculation algorithm of §
critenion,

Inttial data are ranked in increasing order and are normalized relative (o maximum
and minimum values of ¥, = 2o where i = 1,2, ..., 5. The numbers of N, ranked

Ymax ~ Ymin
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Figure 1. Ranked data curve,

values of are normalized in a similar way. ¥; and N, values vary from O to 1 (Figure 2}.
Such transformation (normalization) of initial data does not impact the shape of
their distribution and allows visually presenting vartations in the data distribution with
different numbers of measurements and different maximum and minimum values.
Then the ratio of the square of the obtained curve deviation from a straight line
distribution is determined, which connects points (0, 0} and (1, 1), to the square ol the

82

3

N

Figure 2, Normalized ranked data curve.



Data Distribution in Qil Production 2483

‘7

0 - T T T Y 1

0 0.2 G.4 0.6 0.8 ]

N

normal distribution

wnifarm distribution - - - - Cauchy distribution

Figure 3. Ranked normalized data.

ABC triangie, with coordinates of A(0,0), B(1.1), and C(0. 1):
S+ 5
£ 1 2

: = 2(5 + 5:h
Saasc l ’

where §, and S» are the magnitude of the squares between normalized ranked values
of the studied parameter and an even straight line distribution: and Sasgc 1s the ABC
triangle square (Figure 2).

One can judge the variation of the dynamic system's condition based on variations
in the § value. As an example of suggested criterion application, let us consider three
types of data distribution: normal, uniform, and Cauchy distributions.

Figure 3 shows ranked data, which subjugate to normal, uniform, and Cauchy
distribution functions. S criterion values are 0.215, 0.013, and 0.485, respectively. It
is obvious from the given example that the supgested § criterion responds very well to
the variations in distribution types.

The advantage ol this approach is that it can be used for data that are transformed
by different trend removal methods.

3, Assessment of Data Distribution Skewness

An important advantage of this approach in comparison with others (Klikushin. 2000 is
that it can be used to analyze data with a skewed distribution.
The degree of skewness can be assessed using the following cquation:

5 -8

Ay = —2-
S+ 5

where S| and S, arc the magnitude of the squares between the ranked normalized values
of the studied parameter and an ¢ven straight line distribution (Figurc 2).

The A4, value varies from —1 to 1. As an example, let us consider cases of nonsym-
metrical distributions with right- and left-sided skewness. Figure 4 shows ranked data
with right- and lefli-sided skewness, subjugating to same distribution law.
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Figure 4. Ranked normalized data: 1, right-sided skewness; 2. left-sided skewness.

A, coefficient values for the presented data are 0.608 and —0.608, respectively, and
§ parameter values in both cases are 0.283.

4. Analysis of Technological Data

As a practical example, let us apply the suggested methods to retrospective analysis of
dynamic of watercut of an oil well.

Watercut is the ratio of water produced compared to the volume of total liquids
that come out of a producing well (Dake, 2001), The content of water 1n oil that comes
out of an oil well has a negative impact on the production of oil and gas. Early time
prediction of possible watercut allows proper management of the performance of a given
well, Well testing methods help to estimate the movement of the water front to a given
well; however, these methods are very expensive and are not always reasonable.

Figure 5 shows measurements of well head pressures of an oil well taken in July
2005 and July 2006.

The values of suggested parameter § for the given data significantly differ and
equal 0.261 and 0.189, respectively (Figure 6). Skewness A, equals 0.877 and —0.187,
respectively.

Analysis of obtuined results allowed assuming that qualitative changes were taking
place in the reservoir—well system’s behavior, Further production from the well indicated
that fluctuations in this particular case were related to the start of water breakthrough.

Hence. on the basis of the application of the suggested methods for analysis of
fluctuations of technological parameters it is possible to diagnose the changes in well
performance.

5. Conclusions

The developed criteria allow diagnosing changes in conditions of the studied process
in cases when application of other criteria are not correct as well as for cases of data
distribution skewness.
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Figure 5. Dynamics of well head pressure (normalized).
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Figure 6. Ranked normalized well head pressure data.

The advantage of the suggested approach is that it can be used for data transformed
by different methods of trend removal. Applicability of the diagnostic criteria has been
proven in both modeled and practical examples of oil production.

The suggested statistical criteria allow simplilying the diagnosis of processes that
are described by multifractal, chaotic fluctuations. and their calculation algorithm can be

easily realized.
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